
Managing a production Lustre filesystem
Over time and with use, a Lustre filesystem will need maintenance. This might mean growing or shrinking the available space, adding quotas, reconfiguring 
the network topology etc. A great place for advice and help is the . This page collects together experience from users who Lustre community wiki page
operate Lustre filesystems in production.

Further reading

Dell white-paper (from 2010) on building and benchmarking a .University HPC filesystem with Lustre

https://wiki.whamcloud.com/display/PUB/Community+Resources+and+Mail+Lists
http://www.dell.com/downloads/global/solutions/200-DELL-CAMBRIDGE-SOLUTIONS-WHITEPAPER-20072010b.pdf
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